
Algorithms	for	Data	Science	
	





This	Course	

•  Develop	algorithms	to	deal	with	such	data	
– Emphasis	on	different	models	for	processing	data	
– Common	techniques	and	fundamental	paradigms	
– Major	applica?ons	where	these	techniques	are	
useful	

•  Style:	Algorithmic/	Theore?cal	
– Background	in	basic	algorithms	(311)	and	
probability	(240)	strictly	required.	



Grading	
•  Homeworks	(4-5)	in	a	group	of	4	

–  Will	consist	of	mathema?cal	problem/programming	
assignments	

–  No	late	homework	is	allowed	unless	there	are	compelling	
reasons	and	preapproved	by	the	instructor.	

–  20%	
•  Paper	presenta?on	

–  Each	group	will	give	a	half	an	hour	presenta?on	on	a	paper	
selected	by	discussion	with	the	instructor.	

–  30%	
•  Final	Exam	

–  One	exam	towards	the	end	of	the	class		
–  50%	

		



Office	Hours	

•  Instructor:	Thur	4-5pm	at	CS	322	

•  Teaching	Assistant:	My	Phan	
•  ????	

•  All	class	related	discussions	should	be	done	
through	piazza.	



Tenta?ve	Syllabus	

•  Models	
– Developing	FAST	algorithms	
– Developing	SMALL	SPACE	algorithms	
– Developing	DISTRIBUTED	algorithms	
– Developing	algorithms	through	CROWD	SOURCING	

•  Applica?ons	
–  Clustering	
–  Es?ma?ng	Sta?s?cal	Proper?es	
– Algorithms	over	Massive	Graphs	and	Social	Networks	
– Machine	Learning	



Books	

•  Text	Book:	We	will	use	reference	materials	
from	the	following	books.	Both	can	be	
downloaded	for	free.	

•  Mining	of	Massive	Datasets,	Jure	Leskovec,	
Anand	Rajaraman	and	Jeff	Ullman.	

•  Founda?ons	of	Data	Science,	a	book	in	
prepara?on,	by	John	Hopcrob	and	Ravi	
Kannan	










































